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Executive Summary

In line with the user-centred and industrial driven approach followed by the HARTU project, the
consortium has implemented an initial set of demonstrators as part of this strategy. The objectives
are:

e To create the setups for an iterative and incremental integration-test-redesign process

e To have demonstrators where data acquisition campaigns can be carried out. This includes
data for technical developments, but also to gather users feedback from the early stages of
system building.

A total of 11 prototypes are available, corresponding to the 8 use cases defined by the project. The
broad spectrum of demonstrators includes robots and vision cameras of different brands (i.e.,
KUKA, FANUC, UR, OMRON robots or Photoneo and Zed2i cameras), which will ensure that the
solutions are not hardware specific.

The document includes also the methodology that is used for the User Research, as well as the
initial insights on this topic which are the result of the literature review and the various workshops
that have been held in the first 10 months of the project with different stakeholders from the 5
Industrial companies offering the validation scenarios. Finally, Legal and Ethical aspects that have
to be considered are presented.
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1 Introduction

HARTU

HARTU intends to deploy new technologies in a number of relevant industrial use-cases.
Deliverable 1.1 documented the following scenarios in detail:

Use-case Industrial scenario | Sector
TOFAS:
e UCL — Spare parts delivery preparation Manufacturing line | Automotive
* UC2- Kitting and pre-assembly Logistics operation | Automotive

o UC2a - Kitting
o UC2b —Pre-assembly

PCL:

e UC3 - Handling for mass customization in
the consumer good sector

Manufacturing line

Household appliances

TCA:

e UC4 — Packaging operation in food sector

Manufacturing line

Food processing

INFAR:

e UCS5 — Fixtureless assembly in hand tool
manufacturing sector

Manufacturing line

Hand tool
manufacturing

ULMA

e UC6 — Pallet to pallet order preparation
e UC7 —Box to box order preparation

Logistics operation

Logistics operation

Logistics

Logistics

This report provides an overview of the current state of the prototypes. At the time of writing, the
initial prototypes are ready to start integrating HARTU results, implement a set of functionalities

and enable data acquisition campaigns to begin.

In addition, the document includes an update on the results of the first 10 months of research on

SSH related issues.

In the first part of this document, the use-case demonstrators will be described on a case-by-case
basis. Each use case section will follow a similar structure:

e Section x.1: Use case description — First, a recap of the use case will be provided for this

document to be self-contained.

e Section x.2: Prototype setups — An overview of the different systems being employed for

data acquisition.
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Section 3: Risk assessment is an update of the Risk assessment introduced in D1.1

SSH aspects of HARTU use-cases are presented in sections 4 and 5.

Section 4 User research in HARTU’s Use-cases
Section 5 Ethical and Legal aspects

2 Overview of the first prototypes overview

W

ARTU

Initial prototypes have been built at the premises of different end-users and technology providers
for data acquisition campaigns and to start integrating partial results.

Prototypes:

Use-cases:

TEK

DFKI

AIMEN

PCL

INFAR

ULMA

TOFAS

UC1 — Spare parts delivery
preparation

UC2 — Kitting and pre-assembly

PCL
UC3 — Handling for mass
customization in the consumer
good sector

TCA
UC4 — Packaging operation in
food sector

INFAR
UC5 — Fixtureless assembly in
hand tool manufacturing sector

ULMA

UC6 — Pallet to pallet order
preparation

UC7 — Box to box order
preparation

B Funded by
RAl the European Union
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2.1 TOFAS —UC1 — Spare parts delivery preparation

2.1.1 Use case overview

The spare parts delivery preparation process is divided into two sub-processes. The first is the
input box preparation in the warehouse (left picture in Figure 1) and second is the order
preparation in the workshop (Figure 2).

Warehouse: input box preparation Workshop: preparation of dealer orders in output boxes

Outbound boxes

fo

(2)

Inbound boxes

Figure 1. Input box preparation in the warehouse (1) and process overview (2)

Every day (Figure 1) (1) the warehouse operators receive a list of products that have to picked
from the warehouse shelves to complete different orders for their dealers. The list consists of
products of different sizes, shapes, and weights. The operators go through the warehouse on a
fork-lift and an input box (2), take the products in the list and put them inside the box, without any
particular order. Then, they go to the workshop and place the input boxes in front of the output
boxes (3).

Once in the workshop (Figure 2), other operators (4) are in charge of taking the products one by
one and identify them and the box with the barcode reader; then (5), they move to the
corresponding output box as indicate by the barcode reader (connected to the Server through
internal Wi-Fi system), identify the box with the reader and, finally, place them in the output box.
They try to optimize the occupancy of the output box.

Figure 2. Order preparation at the workshop

Based on the experience gained in the Horizon 2020 PICKPLACE project this constraint is
introduced:

12
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“Inbound boxes shall only contain products that come in cardboard boxes.”

The current procedure includes the mixing of any
kind of products in the same inbound box. This
means that products in cardboard boxes, products in
plastics bags and unpacked products are included in
the same box. The presence of plastic bags of
different characteristics represents a serious
difficulty for grasping, either by vacuum or with 2-3
fingers, as there is no way of knowing the shape of
the product inside and, depending on the plastic
used, the vacuum doesn’t work.

However, 60% of products come in carboard boxes.
The conclusion in PICKPLACE was that by adapting
the preparation procedure in the warehouse
(carboard boxes in one inbound box and those
coming in plastics bags and those unpacked in
another), and creating a collaborative application on
the preparation shopfloor, it was possible to achieve
an efficient system.

Figure 3. Example of different plastic bags used for
packaging

In this UC, it is proposed to use a mobile manipulator
to handle the cardboard boxes and allow accessing multiple input and output boxes in a flexible
way.

Inbound box

Mobile manipulator

e

T 1 Figure 5. Simulation of TOFAS spare part order preparation
Figure 4. Layout of the proposed preparation area (TOFAS) scenario

The proposed approach will improve the working conditions for human operators, reduce the
number of errors and increase the efficiency of the system.

A prototype will be created at TEK and, after integration and validation of the HARTU results, it will
be delivered to the TOFAS plant in Bursa for final demonstration.

13
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2.1.2 Prototype at TEK

The demonstrator installed at TEK is a scaled-down version of the proposed overall system, due to
the availability of physical space at the shopfloor.

Barcode reader Pose estimation and re-grasping area

2,2m x5m

Figure 6. Scaled-down version of UC1 in TEK

Next picture shows the current UC1 prototype:

MHNHII l"'

W .;.;zi'lpﬂ!’»..m! /Iy,.; I

IOFAs
Figure 7. Initial UC1 prototype

The demonstrator consists of the following elements:
e Mobile platform: Segway RMP omnidirectional mobile + KUKA [IWA 14.
* Dimensions of the base: (W x L x H) 788 X 1350 X 897.
e A ZED2i camera mounted on the end of arm.

® 2 Grippers.
14

B Funded by
RAl the European Union




D1.2: Initial setup of real world scenarios YW/

Version 04 HARTU

* One for small boxes.

* One for the biggest ones.
e Tool change station embarked on the robot for automatic tool change.
e Identification System.

All cardboard boxes have a barcode that has to be read to know the reference of the
product inside the box and to be able to know which order it corresponds to. In addition, as
it is requested to create a mosaic in the output box (it is not enough to drop the products),
it is necessary to control the way the product has been grasped. To achieve these
objectives:

e The robot will hold the carboard box 600mm above a barcode
reader (model ZEBRA FS40-WA50F4-2100W) facing upwards.

e The robot will (1) leave the carboard box on the platform
surface, (2) take a picture with the built-in camera, (3)
estimate the pose and pick it up again.

Figure 8. Barcode
reader

////
L
///’/’
o
i
///'// i

’//

Figure 9. Barcode reader in the demonstrator
The sequence of actions in the demonstrator will be:

1. The robot generates an image of the input box (this is done only on the first iteration; for
the rest, the image is taken in step 5).

2. ldentifies the best candidate (based on the grasping points and the gripper on the arm).
3. If necessary, the robot changes the gripper.
4. Picks the object and places it 600 mm above the barcode reader.

5. The robot places the box on the platform surface and using the built-in camera, estimates
the pose, and picks it up again. Before picking, it takes an image of the inbound box.

15
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6. The control system provides the destination box according to the order to which it
corresponds, and the label read.

7. The robot picks the part and navigates to the destination output box.
8. The robot calculates the position inside the output box and executes the release.
9. The robot takes an image of the output box once the part has been released.

10. The robot navigates to the position of the input box.

(*) Step 5 can be executed during the navigation to the position of the output box.

(**) Steps 3 and 10 can be executed simultaneously.
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2.2 TOFAS —UC2a — Kitting in the automotive sector

2.2.1 Use case overview

This use case corresponds to the preparation of kits of components, an operation known as
‘kitting” in the automotive sector. The subsequent pre-assembly step will be treated as a separate
use case: UC2b pre-assembly at the corresponding assembly workstation.

In the kitting area, products are taken from containers/boxes in which they can be arranged in two
main configurations: (1) Product-specific individual compartments (Figure 10); (2) Semi-structured
configuration (Figure 11), forming layers that are separated by means of separators (cardboard or
plastic); randomly distributed products (Figure 12) are not included in the kitting operation, but
are managed by the operators at the assembly station.

ol 4N fﬂ.‘\ = s e
Figure 10. Products in special Figure 11. Products in semi-structured
compartments configuration

Figure 12. Products randomly distributed

Components that must be included in the kit are placed in containers on one side of the
preparation area, and the destination containers on the other side, as shown in the next pictures.
The only exception is the discs, which are placed inside blue plastic boxes on a shelf near the
conveyor belt.
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Figure 13. Kitting preparation area. Figure 14. Destination containers on the conveyor. The blue

boxes contain the discs

To start the preparation of kits, the operator presses the button in Figure 15 and 10 empty output
containers arrive at the preparation area on the conveyor belt.

Figure 15. Push buttons to control the conveyor belt that

Figure 16. Pick to light device above each input container
transports the output containers

Then, the operator starts the pick-and-place process: on top of each input container there is a
pick-to-light device that shows the destination conveyor for each component ( Figure 16). The

operator takes the component, leaves it in the corresponding output box on the conveyor and
acknowledges the action on the pick-to-light device.
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Finally, 10 paper forms are taken and introduced in each destination box, and the operator presses
the button to transport the full containers on the conveyor belt to the assembly workstation (at
the back of Figure 13).

| ==

-~

| 1y _—
o ¢ .

Figure 17. Operator taking a component from the input container (left side). It will then put on the destination container (right
side)

In this UC, it is proposed to use the same mobile manipulator as in UC1 to handle the products, as
it provides a more flexible alternative to other solutions like a robot mounted on linear tracks.

Discs 10 output containers on the conveyor belt
container

1 2 3 4 5 6 7 8 9 10

56 X76
80X 120 80X 120

C D

Figure 18. Design of the overall system

A prototype has been created at TEK and, after integration and validation of the HARTU results, it
will be delivered to the TOFAS plant in Bursa for final demonstration.
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2.2.2 Prototype at TEK

The demonstrator installed at TEK is a scaled-down version of the proposed overall system, due to
the availability of physical space at the shopfloor.

Heat cover
box 4 output containers on a table

80X 120

Figure 19. Scaled-down version of UC2a in TEK
TEK is waiting for the delivery of components and containers from TOFAS.
The demonstrator consists of the following elements:
® Mobile platform: Segway RMP omnidirectional mobile + KUKA [IWA 14.
* Dimensions of the base: (W x L x H) 788 X 1350 X 897.
e A ZED2i camera mounted on the end of arm.

e Asecond ZED2i mounted on the platform to locate the output containers. Alternatively, an
eye-in-hand camera configuration can be used for this purpose.

® 3 Grippers
* One magnetic.
* One 2-finger.
* One 3-finger.

® Tool change station embarked on the robot.
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e Part repositioning station. Some parts are picked using a 3-finger gripper or magnetic
gripper, but the placement in the output container requires to re-pick the partin a
different way using a 2-finger griper. This operation is done in this station.

1111
/s
/
S
/

/s

///

[ (

Repositioning

' — device Tool changers

Figure 20. Parts are taken with a -l I 11 w ”

specific orientation but need to be re- ‘ ] ]
picked to insert in the container Figure 21. Initial tool re-picking stations

The sequence of actions in the demonstrator will be:
1. The robot receives the list of items to be placed in each output box. For each of them:
a) It navigates to the input container.
b) It takes an image and identifies the best candidate.

c) It picks the object with the 3-finger or magnetic gripper and places it on the
repositioning station.

2. The robot navigates to the destination container.
3. For each part
a) It takes an image of the area and locates the container accurately.

b) The robot picks the part from the repositioning station and places it on the
corresponding output container.

c) It moves to the next container position.

When necessary, the robot changes the gripper.
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2.3 TOFAS —UC2b — Pre-assembly in the automotive sector

2.3.1 Use case overview

This use case corresponds to the pre-assembly of components after the kitting operation
described in UC2a. The use case to be considered is shown in Figure 22. It shows the pre-assembly
of the real-wheel drum, which includes the following steps (from left to right): (1) Washer loading,
(2) Nut loading, (3) Nut pre-screwing, (4) Drum loading, (5) Pre-screwing, (6) Screwing.

Figure 22 Use case UC2b, pre-assembly of real wheel in automotive sector

2.3.2 Prototype at DFKI

The laboratory prototype set up at DFKI Robotics Innovation Center comprises two rigidly
mounted KUKA iiwa industrial manipulators equipped with Robotiq 3-Finger grippers, an Ensenso
RGB-D Camera which provides high-resolution images and point clouds for object detection, 4x
ASUS XTion RGB-D Cameras with low resolution to be used for collision detection, as well as two
Sick Laserscanners for workspace monitoring. The robot will be controlled via ROS2. The table
behind the robot can be used as assembly area and will be set up accordingly for the UC2b use
case.

Ensenso RGB-D 4x ASUS Xtion RGB-D

Assembly Area
Camera Camera

KUKA iiwa 14 R820 Robotiq 3F Gripper

Figure 23 Dual-Arm KUKA iiwa as demonstrator for UC2b
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2.4 PCL-UC3 - Handling for mass customization in the consumer good sector

2.4.1 Use case overview

Philips is a world leader in mass production of consumer goods. To do this efficiently, the current
processes are designed for high volumes with little product variation. Currently there is a trend
towards more personalization. This results in more product variation within a given process,
requiring the equipment to be more flexible and also easily reconfigurable.

A typical example of customization is the lacquering line, where parts are coated with a layer of
lacquer to match the product design to the consumer’s need. A wide range of products is fixtured
manually by operators on the jigs that are going into the spray booths.

Image — fixturing at d load g/uh/oading station Image — loading/unloading stations

The scope of the HARTU prototype is the automation of the insertion and removal of parts
on/from the lacquering jigs.

This prototype will demonstrate flexibility, as it should be able to work with different product
variants and colors (e.g., chest pieces and front panels). Furthermore, it should be easy to
reconfigure or train the system for new product introductions.

Image — Chest panel Image — Front panel

In addition, this prototype will show the adjustability of a complex fixturing motion to a changing
environment (i.e a freely rotating jig). Placement of the parts on the jig is a complex wrist motion,
23
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that is different for each position on the jig. The parts are attached to the jig using a snap-fit
connection. Correct placement can be checked by an audible click of the snap-fit joints.

Finally, the removal of parts from the jigs must always be done carefully to avoid scratching the
newly applied surface finish.

2.4.2 Prototype at PCL

The demonstrator to be installed at PCL will focus on the placement and removal of products on
the lacquering line. To demonstrate the repeatability of the action, this will be done in a
continuous loop. Products are picked from a single tray and placed back in the same tray with the
support of the perception system.

Figure 24. Side view proposed set-up Figure 25. Top view

The state of the current set-up is as shown in Figure 26. This is an initial set-up that allows the
start of the data acquisition campaign.

Figure 26. Current setup

The initial setup at PCL consists of the following parts:
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6-axis robot with 700mm reach. Type: Kuka kré R700 sixx

2 Structured-light 3D Scanners. Type: Photoneo PhoXi 3D scanner M
Manual gripper change system. Type: Schunk SHS, size 50

2-Finger servo-electric gripper. Type: Weiss CRG 30-050

Gripper fingers. Type: Custom 3D printed fingers

The sequence of steps for this prototype is as follows:

A. Place the pieces until the jig is full:

1.

o Uk wnN

o Uk wNRE

Grab image of tray.
Estimate pick pose.
Pick product from tray.
Grab image of jig.
Estimate place pose.
Place product on jig.

Remove the pieces until the jig is empty.

Grab image of jig.
Estimate pick pose.
Remove product from jig.
Grab image of tray.
Estimate place pose.
Place product in tray.

Upcoming and potential set-up changes:

ARTU

The system is controlled by a PLC and the robot is programmed using vendor specific
software. In the next phase we will use the ROS based architecture integrating HARTU
results. This might require changing the robot or using/developing an appropriate robot

driver. The following robots are considered: Kuka Kr6 R700 six and TM5-700.

Currently the jig is in a fixed position, therefore estimation of the jig position is not
required for the placement of a part. This functionality is expected when implementing
HARTU results.
New gripper concepts can be tested in this setup. For mounting the gripper it is advised to
comply with the specifications of the Kuka flange or the Schunk SHS 50 adapter plate.
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2.4.3 Prototype at DFKI

Figure 27 Prototype for UC3 at DFKI Robotics Innovation Center

The laboratory prototype set up at DFKI Robotics Innovation Center consists of a rotating jig,
mounted on a table and a transport box with components. For robotic assembly, we investigate
two options, (1) a fixed base industrial UR5 manipulator with 6 degrees of freedom, equipped with
a Robotiqg two-finger gripper, and force-torque sensor, (2) a mobile platform with Franka Emika
Panda 7 degrees-of-freedom robot, including a 2-finger gripper. The former solution is closer to an
actual industrial application, where position-controlled robots are usually preferred, while the
latter solution provides the possibility to investigate more complex and dynamic interaction during
the assembly task due to the use of torque-controlled robot joints.

Figure 28 Kinaesthetic Teaching of an assemby task

We use kinaesthetic teaching (hand guiding) to acquire end effector trajectories and allow the
operator to teach new robot skills without explicit programming. The prototype is used to
investigate different approaches for representing, learning, and controlling contact-rich assembly
skills, as well as to develop generic robot software. Later, this software will be transferred to the
actual use-case provided by PCL.
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2.5 TCA-—UC4 — Packaging operation in food sector

2.5.1 Use case overview

This use case corresponds to the sorting and packaging of horticultural products. The products
arrive in bulk boxes and bins of different sizes directly to the processing area from the field where
they have been harvested. Then, in the production line, operators placed the products, in orderly
order, into a box according to their size and shape (sorting based on other quality factors is out of
scope of this project).

A —

Figure 29. Current process for zucchini sorting

This use case will implement the robotized operation for three products: Zucchini, Eggplants and
Tomatoes.

The use case will be carried out at Centrolazio facilities, a cooperative that produces a wide variety
of vegetable products. It integrates the production of the associated farms, which cover a total area
of more than 300 hectares cultivated between Anzio, Latina and Sabaudia.

The procedure to be followed is as follows:

e The line operator places the input and output boxes in the corresponding station of the
demonstrator.

e Animage is taken from the top of the input box. The most suitable product to be picked is
identified using the grasping point identification component.

e The robot generates the trajectory to pick the selected product and, once picked, moves it to
the size/shape inspection area, where a new image is acquired.

e The system classifies the product according to size and shape and asks the robot to place it in
the corresponding output box.

e Once placed in the box, an image of the interior of the output box is acquired for the target
position of the next product that goes to this box.

Two prototypes are created at TEK and AIMEN facilities. One of them will later be transferred to
Centro Lazio.
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2.5.2 Prototype at TEK

The demonstrator concept and physical implementation is shown in next figures:

Figure 30. TCA Prototype concept

The demonstrator consists of the following elements:
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FANUC CR-14iA / L on a table. There is no specific requirement to apply for a collaborative
robot. The chosen one is only a question of robot availability.

5 ZED2i cameras, one on top of each input-output box. No camera above the rejection box.
There is one NVIDIA Jetson Nano connected to each camera through USB. These mini-pc’s
are connected to the central PC through ethernet.

One central PC to control the system.

A safety radar to stop the robot in case a human being enters the
robot’s working area of the robot. The final industrial implementation
will require four radars (one on each side). Alternatively other
mechanisms (safety lasers or safety photoelectric barriers can be
used).

A vacuum gripper, with different suction cups depending on the Figure 32 PSEN rd1.2
product to be handled. Once available, the new gripper concept safety radar sensor
developed by OMNI and POLIBA will be integrated.

U\
Figure 33. Detail of 3 of the ZED2i

gripper

The sequence of actions in the demonstrator will be:

1.

2.

The operator places an input box with bulk fruit.
An image of the input box is captured.
The system decides which fruit to pick.

The robot picks the fruit and places it in the position that allows an image to be taken from
the side and from above.

The system measures the fruit and sends the destination box to the robot.
The robot drops the product into the destination box.

a) Creating a mosaic in case of OK product
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b) Leaving it in case of NOT OK product

The process is repeated until the input box is empty. A message informs the operator to
change the input box. Alternatively, a light can be switched on.

If somebody enters in the safety zone, the robot stops.

Prototype at AIMEN

The main objectives of the demonstrator are:

1.

Provide the realistic/near representation of the TCA use-case in terms of the working

heights, lighting conditions,

container sizes and vegetables.

Provide the necessary
infrastructure to mount the
developing cameras, robots,
grippers, lighting, etc. for the
flowless development of the
grasping technology.

Provide devices that can work
as is to the real use-case with
the actual capability and
capacity to operate on end-
user premises.

Provide platform to integrate
the HARTU results on
perception, grasping, and
continuous monitoring related
with TCA use-case.

Define accurate technology
requirements for the TCA use-
case. In terms of deployment
space, human operator needs,
equipment parameters, etc.
Provide ability to verify and
validate the technology with

the help of the pre-deployment

performance indicators.

D

Figure 35. TCA demonstrator at AIMEN. A: Edge controller; B: Physical
Demonstrator; C: Dummy Eggplants in container; D: Demonstrator
concept from D1.1

The demonstrator at AIMEN is shown in Figure 35.

This demonstrator consists of the following elements:

Collaborative Robot UR10e.

Nvidia Jetson Nano with cover.
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e Inbound and outbound containers.
e Zed 2i camera above inbound box (perception database of inbound eggplants).
e Aluminium profile-based metal structure.
e Two types of eggplants (dummy).
It is expected to extend the height of the structure in the coming weeks to facilitate the work of
operators.
In addition, it is expected to include:
e Six Zed2i cameras with their Nvidia Jetson Nano:
o One above each inbound box and outbound box except the red one.
o One for the shape and size check on the right column.
e A central PC for the processing of the information, connected to each jetson nano.
e Gripper/s integrated to the UR.
e Database information for the selected TCA vegetables.

These modifications are shown in Figure 36.

Figure 36: TCA demonstrator design with upgrades of perception, control and height.

Sequence of operations will be similar to that described for the TEK demonstrator.
This set-up at AIMEN will be used for the following activities:

- Demonstrator for integrating HARTU results (T1.5)
o Computer vision setup -> acquiring images: Perception module.
= To collect the data from the dummy eggplants to start the pose estimation

module for the TCA use-case.
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= The six Zed2i cameras work as the edge perception module and send the
processed information to the central PC.

= The Zed2i cameras can be moved along the infrastructure.

= The height of the infrastructure can also be adjusted.

o Robotics setup -> acquiring forces/trajectories/etc: Grasping module and
Continuous monitoring module.

= Universal robot is installed at the centre of the demonstrator.

= The new gripper technology will be installed on the TCP.

=  The demonstrator will be connected to the pneumatic lines for the vacuum
gripper technologies.
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2.6 INFAR —UCS — Fixtureless assembly in hand tool manufacturing sector

2.6.1 Use case overview

The INFAR use-case will focus on the ratchet wrench assembly. The main components to be
assembled in the ratchet wrench are shown in Figure 37.

C-Shaped Ring

Block

Rachet

Figure 37. Main components of the wrench

Currently, operators assemble this ratchet wrench manually as shown in Figure 38.

Figure 38. Operators at the assembly tables
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HARTU will focus on three main steps of the assembly process, as shown in Figure 39.

e Assembly step 6 — Block insertion
e Assembly step 7 — Ratchet insertion
e Assembly step 8 — C-shaped ring insertion

Figure 39. Three main assembly steps: Step 6 (left), Step 7 (middle), Step 8 (right)

Automation of these assembly steps is challenging because of the small size of the parts that have
to be manipulated.

2.6.2 Prototypes

A multi-robotic assembly system has been proposed for automating the assembly steps described
in this use case. The demonstrator concept and the physical implementation is shown in next
figures.

The main idea is to have the first robot arm to hold the main body of the ratchet wrench and the
second robot to pick the components one by one following the assembly steps 6, 7, and 8. The
assembly is performed via the coordination among the two robots. Before doing the assembly
task, simulations on assembly steps are used to determine the best robot moving paths,
configurations, coordination among robots, etc. as shown in Figure 40.

Figure 40. Simulated components for assembly steps
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The demonstrator will be implemented following the simulation set-up shown in Figure 41.

Ny
Figure 41. Simulated assembly process

The components included in the real demonstrator are the following:

e Two robots: AR605 or SJ605 (both are designed by ITRI)

e Specifically designed gripper to grasp the ratchet and the wrench. (Gripper is being
designed by ITRI).

e Robot Cell Controller (eMIO designed by ITRI).

e Centralised robot coordination of the two robots with high-level commands, such as
grasping points on the workpieces.

e Perception system, consisting of cameras at the ceiling or close to the robot end-effector
to provide visual information for further object recognition, grasp planning, etc. FOVISION
or SENSOPART products will be adopted.

e Multi-axis force/torque sensors mounted at the end-effectors to provide contact force
information for assembly tasks.

e Workpiece loading/unloading mechanism for robot grasping of workpieces for next
assembly movement. (designed by ITRI).

Figure 42 shows the 3D layout and the AR605 of the demonstrator.

Figure 42. 3D layout (left) and the AR605 (right) of the demonstrator

Other HARTU results will be integrated as they become available.
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As described, currently simulation for this demonstrator has been used to verify possible solutions
and designs, assembly procedures and algorithms. Since the specific designed gripper and the
workpiece loading/unloading mechanism is under manufacturing by the contractor. The real
implementation of the demonstrator is scheduled for Dec, 2023.

The sequence of actions in the demonstrator will be:

1.

w

Placing the main bodies of the ratchet wrench, the C-shaped rings, ratchets, and block-
modules into the loading mechanisms.

The first robot picks a main body of the ratchet from the loading mechanism.

The second robot picks the block-module from the loading mechanism.

The assembly step 6 is performed by the second robot to insert the block-module into the
main body of the ratchet wrench held by the first robot.

The second robot picks the ratchet from the loading mechanism.

The assembly step 7 is performed by the second robot to place the ratchet into the main
body of the wrench held by the first robot.

The second robot picks the C-shaped ring from the loading mechanism.

The assembly step 8 is performed by the second robot to place the C-shaped ring around
the ratchet.

Then, the first robot will place the assembled ratchet wrench into a basket.
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2.7 ULMA - UC6 — Order preparation: pallet to pallet

2.7.1 Use case overview

In logistics, there are different types of order preparation procedures depending on how the
products arrive at the preparation area and how the orders are delivered.

e Input
o Products arrive on pallets, this is mainly the case of bulky products packaged in
carboards, large cans and sacks.
o Small size products arrive in boxes, sorted or randomly distributed.
e Qutput
o Products are stacked on pallets, either of one or multiple references.
o Products are placed in boxes, sorted or unstacked (randomly).

This use case corresponds to the case in which products arrive on mono-reference pallets and are
delivered on multi-reference pallets.

In the order preparation area operators pick units from the incoming pallet (the one that has been
transported from the warehouse) and place them on the pallets that will be finally delivered to the
customer, as shown in Figure 43.

Some of the features of the use case are the following:

e The incoming pallets (Euro Pallet, EPAL) are always mono-reference and the output boxes
are, usually, multi-reference.

e The warehouse management system informs the operator of the number of units that
have to be picked from the incoming pallet. This information is available in a GUl and is
displayed in a pick-to-light system.

e Operators manipulate the product by hand, and with the help of industrial manipulators
for the heaviest products (they can weight up to 30 kg).

e In some few occasions, the incoming
pallet transports a box with products
inside, which must be manipulated
individually to complete an order (e.g.,
to take a can from the box an put them
on the output pallet).

e QOperators use their own criteria to

create the output pallet, trying to find
the best combination to create stable
pallets. For that, sometimes they move
the already placed items and reposition them.

Figure 43. Real example of output pallet at ULMA’s customer
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.

Figure 44. Pallet to pallet process

1380 mm
1800 mm

Figure 45. Example of multi-reference pallet

Two prototypes will be created: one at TEKNIKER for the validation of partial results and the final

one at ULMA. The main two differences among them are:

e The type of robot used.
The way the input pallets are transported to the picking station (using a conveyor in the

case of ULMA and manually in the case of TEKNIKER).

Both prototypes are described in the following sections.

2.7.2 Prototype at ULMA

The demonstrator concept and the physical implementation is shown in Figure 46 and Figure 47:

Figure 46. Design of the demonstrator at ULMA

The robot will pick products from the pallets transported on the conveyor and will create a new

multi-reference pallet (an order).
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Figure 47. Initial setup at ULMA
The components included in the demonstrator are the following:

e Robot FANUC R-2000Ic/210F.
e Conveyor for transporting the input pallets (circular path).

e 1 Photoneo L above the picking station (input pallet).
e 1ZED2i mounted on the robotic arm to monitor the status of the output pallet.
e 2 suction grippers of different sizes. The currently available grippers are:

o JOULIN CG-VG 400x400-J-P20-35Tx8

o JOULIN EGV2-VG-125x400-J-4P30-35Tx1

e Tool exchanger station and exchange system rsp P1804; Sn: 0108

e A control PC
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Figure 48. Tool changing station, with the two tools currently available

The sequence of actions in the demonstrator will be:
1. The system calculates the mosaic (position of each part) to be created for an order.

2. The warehouse management system delivers the input pallets based on the position of the
products in the mosaic.

3. For each pallet arriving at the picking station:
a) Animage of the input pallet is captured with the fixed camera.
b) The system decides which product has to be picked.
c) The robot picks the product.
d) The robot places the product in the corresponding position of the mosaic.
e) The robot takes an image of the mosaic with the embedded camera.

If there is a mismatch with respect to the proposed mosaic, it stops and an alarm is
generated (light or message) to inform the operator.

f) The sequence is repeated for the number of items to be picked. When finished, the
pallet leaves the picking station and a new one arrives.

2.7.3 Prototype at TEK

The prototype at TEK is like the one at ULMA, with two main differences:

e Robot KUKA KR210 R2700-2 /FLR.
e There is not a conveyor to transport the input pallets. Instead, they will be moved by hand.
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The sequence of actions is similar to that of ULMA, except that the input pallets are moved by

hand.
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Figure 49. Initial setup

o

at TEK during the preparatin phase

IARTU
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2.8 ULMA —UC7 — Order preparation: box to box

2.8.1 Use case overview

These use case corresponds to order preparation in logistics centres, where products arrive in
boxes, are picked manually by operators and placed in multi-reference boxes to complete an
order.

The products are placed unstacked in the output box because they are then transported to a
workstation to be packed in the final packaging in which they will be delivered to the customer.

Some of the features of the use case are the following:

e Products come in a huge variety of shapes, materials, and dimensions.
e Humans use their both hands and sometimes they pick more than one product at once.

e QOperators are informed through the pick-to-light system on the number of items that have
to be picked and the destination box.

Figure 0. Manual picking » ) Figure 51. Placing the products in the output box

The concept proposed is presented in the following figure. It consists of a robot picking items from
one box and dropping them in the output box which is used to create an order. The boxes are
automatically transported from/to the warehouse, an advanced perception system identifies the
position of the parts, and the robot automatically generates the trajectory for both picking and
releasing operations (HARTU results).

Depending on the production required, it is possible to have one or more robots, either in a fixed
position or mounted on a linear track. Similarly, the number of input and output boxes managed
can vary. The cameras on top of the input boxes can be fixed or mounted on a rail.
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Output boxes (as many as required)
o
LT

Robot mounted on a
Camera on top linear track (as long
of the box as required)
JE——
s\
W

Input boxes (as many as required)

Camera mounted on a linear
track on top of the boxes (*) Cameras can be fixed or
mounted on a linear track

Figure 52. Design of the box to box order preparation

This prototype will be setup and validated at TEK.

2.8.2 Prototype at TEK

The concept of the demonstrator and the physical implementation are shown in the following
figures. As a proof of concept only the preparation of one output box (one order) at a time will be
implemented, and due to space limitations, up to 7 input boxes will be managed (this means that
in this prototype an order can only be composed of a maximum of 7 different product references,
but many items of each are possible).

Camera on top
Output box of the box

Input boxes

Camera mounted on a linear
track on top of the boxes

Figure 53. Design of the demonstrator at TEK
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Figure 54. Setup pf he monstrator at TEKV ‘
The components included in the demonstrator are the following:
e Robot: UR 10 mounted on a 4 meters long linear axis.
e Plastic boxes for product delivery and order preparation.
* Up to 7 input boxes (single reference): bulk products.
* 1 output box (multi-reference) to prepare an order.
e (Cameras
* Photoneo XL mounted on a linear axis to monitor up to 7 the input boxes.
e ZED2i camera to monitor the output box.
e Grippers

» 3-finger gripper for products with cylindrical geometries that cannot be gripped by
suction.

* Suction gripper for products with a suitable surface, e.g., boxes.

It will be considered the use of a combined 2-3-4 finger+suction gripper, for some
special product shapes and configurations (see Figure 56 as an example).

e Tool change station

e The tools will be equipped with quick-change devices.
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Figure 55. One of the 2 Figure 56. The combined finger + suction gripper under study
grippers with automatic
quick-change mechanism
The sequence of actions in the demonstrator will be:
e The warehouse management system sends the list of items to complete an order

e The warehouse management system delivers the input boxes to complete the order

* Inthe LAB version the boxes are placed on a table and their position is send to the
robot

e For each product to complete the order:
* Inthe LAB version, the robot moves to the input box position.
* The robot changes the required tool.
* Animage of the input box is captured with the camera mounted on the linear axis.
* The system decides which product is to be picked.
* The robot picks the product.

* The robot releases the product into the output box (order), trying not to create
piles.

Sometimes, linear translation of the robot to the position of the output box will be
required.

* Animage of the output box is taken for the next iteration.

This information will be used to ensure that products are not stacked.
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3 Updated risk assessment

IARTU

A Preliminary risk assessment has been done in deliverable 1.1 based on the analysis of the use

case descriptions. Here we present an updated version based on the current state of the

prototypes. This risk assessment is to be updated per use case regularly, including the mitigation

measures.
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